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#### Abstract

A few years ago, Costabel and Dauge proposed a variational setting, which allows one to solve numerically the timeharmonic Maxwell equations in 3D geometries with the help of a continuous approximation of the electromagnetic field. In this paper, we investigate how their framework can be adapted to compute the solution to the time-dependent Maxwell equations. In addition, we propose some extensions, such as the introduction of a mixed variational setting and its discretization, to handle the constraint on the divergence of the field.
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## 1. Introduction

We consider hereafter the discretization of the time-dependent electromagnetic field, governed by the Maxwell equations. More precisely, we are interested in building continuous approximations. Indeed, recall that it is advised, while solving the Maxwell-Vlasov system, to compute a continuous approximation of the field, especially when it is coupled to a particle-in-cell method $[11,5]$. Now, when one wants to compute a continuous, discrete field, it is well known that Maxwell's equations are accurately solved when the computational domain is either convex, or has a smooth boundary [5,6]. On the contrary, if the domain contains geometrical singularities, continuous finite elements span only a strict - closed - subset of all possible fields, which is made of the $H^{1}$-regular fields. In order to recover the total field in this situation, one can use several remedies, such as additional ansatz functions, introduce a weight, or relax the boundary condition. The first method, known as the singular complement method [4,22,21,3,14,24,25,2], works well in 2D and 21/2D geometries. The second method, known as the weighted regularization method [19], works in 2D and 3D. Finally, the third method

[^0]has been studied only recently in 2D geometries [25]. Among the three methods, only one - the singular complement method - requires an explicit knowledge of the singular part of the fields (the part which is not $H^{1}$-regular). In this contribution, ${ }^{1}$ we examine some recent developments of the second method to solve the time-dependent Maxwell equations and we provide numerical results.

The outline of the paper is as follows. In the next section, we recall the time-dependent Maxwell equations, which we express as a second-order in time system of equations. We also provide suitable initial and boundary conditions. In Section 3, we introduce some functional spaces. Then, we build a series of variational formulations in Section 4, which are equivalent to the original set of equations, under suitable assumptions. In Section 5 , we propose a discretization of those variational formulations, based on a continuous approximation of the field. Then, in Section 6, we illustrate by two numerical examples the possibilities of this discretization techniques. Concluding remarks follow.

## 2. Setting of the problem

Let $\Omega \subset \mathbb{R}^{3}$ be a bounded, simply connected, open polyhedron with a Lipschitz, connected, boundary $\partial \Omega$. When the domain is non-convex, its boundary contains reentrant corners and/or edges, which are called geometrical singularities later on. Let $\mathbf{n}$ be the unit outward normal to $\partial \Omega$.

Let $c, \varepsilon_{0}$ and $\mu_{0}$ be respectively the light velocity, the dielectric permittivity and the magnetic permeability $\left(\varepsilon_{0} \mu_{0} c^{2}=1\right)$. Over a time interval $] 0, T[$, Maxwell's equations in vacuum read:

$$
\begin{align*}
& \partial_{t} \mathcal{E}-c^{2} \operatorname{curl} \mathcal{B}=-\mathcal{J} / \varepsilon_{0}  \tag{2.1}\\
& \partial_{t} \mathcal{B}+\operatorname{curl} \mathcal{E}=0  \tag{2.2}\\
& \operatorname{div} \mathcal{E}=\rho / \varepsilon_{0}  \tag{2.3}\\
& \operatorname{div} \mathcal{B}=0 \tag{2.4}
\end{align*}
$$

Above, $\mathcal{E}$ and $\mathcal{B}$ are the electric field and magnetic induction, respectively, and $\rho$ and $\mathcal{J}$ are the charge and current densities which satisfy the charge conservation equation:

$$
\begin{equation*}
\operatorname{div} \mathcal{J}+\partial_{t} \rho=0 \tag{2.5}
\end{equation*}
$$

These quantities depend on the space variable $\mathbf{x}$ and on the time variable $t$.
In order to solve Eqs. (2.1)-(2.4), one needs to define initial conditions (here at time $t=0$ ):

$$
\begin{equation*}
\mathcal{E}(\cdot, 0)=\mathcal{E}_{0}, \quad \mathcal{B}(\cdot, 0)=\mathcal{B}_{0} \tag{2.6}
\end{equation*}
$$

where the couple $\left(\mathcal{E}_{0}, \mathcal{B}_{0}\right)$ depends only on the variable $\mathbf{x}$. It is assumed that these initial data satisfy $\operatorname{div} \mathcal{E}_{0}=\rho(0) / \varepsilon_{0}$ and $\operatorname{div} \mathcal{B}_{0}=0$.

The boundary is made up of two parts, $\partial \Omega=\bar{\Gamma}_{\mathrm{C}} \cup \bar{\Gamma}_{\mathrm{A}}$, where $\Gamma_{\mathrm{C}}$ is a perfectly conducting boundary, and $\Gamma_{\mathrm{A}}$ is an artificial boundary. Since the choice of the location of $\Gamma_{\mathrm{A}}$ is free, it is placed so that it does not cut nor contain any geometrical singularity [13]. Note that we do not require that $\partial \Gamma_{\mathrm{A}} \cap \partial \Gamma_{\mathrm{C}}=\emptyset$. We have:

$$
\begin{equation*}
\mathcal{E} \times \mathbf{n}=0 \quad \text { and } \quad \mathcal{B} \cdot \mathbf{n}=0 \quad \text { on } \Gamma_{\mathrm{C}} . \tag{2.7}
\end{equation*}
$$

We further split the artificial boundary $\Gamma_{\mathrm{A}}$ into $\Gamma_{\mathrm{A}}^{i}$ and $\Gamma_{\mathrm{A}}^{a}$. On $\Gamma_{\mathrm{A}}^{i}$, we model incoming plane waves, whereas we impose an absorbing boundary condition on $\Gamma_{\mathrm{A}}^{a}$. Both can be modelled [5] as a Silver-Müller boundary condition on $\Gamma_{\mathrm{A}}$ :

$$
\begin{equation*}
(c \mathcal{B}+\mathcal{E} \times \mathbf{n}) \times \mathbf{n}=c \mathbf{b} \times \mathbf{n} \quad \text { on } \Gamma_{\mathrm{A}}, \quad \text { where } \mathbf{b} \text { is given. } \tag{2.8}
\end{equation*}
$$

The case of an absorbing boundary condition corresponds to $\mathbf{b}=0$ in the above.
If we differentiate with respect to time (2.1) and add curl of (2.2) to it, we get a vector wavelike equation for $\mathcal{E}$, which reads

$$
\partial_{t t} \mathcal{E}+c^{2} \text { curl curl } \mathcal{E}=-\partial_{t} \mathcal{J} / \varepsilon_{0}
$$

[^1]Naturally, the initial value of $\partial_{t} \mathcal{E}$ is equal to $\mathcal{E}_{1}:=c^{2} \operatorname{curl} \mathcal{B}_{0}-\mathcal{J}(., 0) / \varepsilon_{0}$.
Recall that $\mathcal{E}$ is also subject to a constraint on its divergence, $\operatorname{div} \mathcal{E}=\rho / \varepsilon_{0}$. Next, it is easily seen, by using the trace of (2.2) on $\Gamma_{\mathrm{A}}$, that

$$
c^{2} \mathbf{c u r l} \mathcal{E} \times \mathbf{n}=c \partial_{t}(\mathcal{E} \times \mathbf{n}) \times \mathbf{n}-c^{2} \partial_{t} \mathbf{b} \times \mathbf{n} \quad \text { on } \Gamma_{\mathrm{A}} .
$$

We thus consider the following equivalent problem (PE):
Find $\mathcal{E}$ such that

$$
\begin{align*}
& \left.\partial_{t t} \mathcal{E}+c^{2} \operatorname{curl} \operatorname{curl} \mathcal{E}=-\partial_{t} \mathcal{J} / \varepsilon_{0} \quad \text { in } \Omega, t \in\right] 0, T[,  \tag{2.9}\\
& \left.\operatorname{div} \mathcal{E}=\rho / \varepsilon_{0} \quad \text { in } \Omega, t \in\right] 0, T[,  \tag{2.10}\\
& \left.\mathcal{E} \times \mathbf{n}_{\mid \Gamma_{\mathrm{C}}}=0 \quad t \in\right] 0, T[,  \tag{2.11}\\
& \left.c^{2} \mathbf{c u r l} \mathcal{E} \times \mathbf{n}_{\Gamma_{\mathrm{A}}}=\left(c \partial_{t}(\mathcal{E} \times \mathbf{n}) \times \mathbf{n}-c^{2} \partial_{t} \mathbf{b} \times \mathbf{n}\right)_{\mid \Gamma_{\mathrm{A}}} \quad t \in\right] 0, T[,  \tag{2.12}\\
& \mathcal{E}(., 0)=\mathcal{E}_{0} \quad \text { in } \Omega,  \tag{2.13}\\
& \partial_{t} \mathcal{E}(., 0)=\mathcal{E}_{1} \quad \text { in } \Omega . \tag{2.14}
\end{align*}
$$

The same procedure can be carried out on the magnetic induction $\mathcal{B}$.

## 3. (Un)usual Sobolev spaces

In addition to the usual Lebesgue and Sobolev spaces, the building of the ad hoc variational formulations requires us to introduce some non-standard functional spaces when the domain is non-convex [19,13].

Let us begin with some Sobolev spaces, which are needed both in the convex and in the non-convex cases. Let $L^{2}(\Omega)$ (respectively $L^{2}(\partial \Omega)$ ) be the usual Lebesgue space of measurable and square integrable functions over $\Omega$ (resp. $\partial \Omega$ ). The usual norm and scalar product of $L^{2}(\Omega)$ are denoted by $\|\cdot\|_{0}$ and $(\cdot, \cdot)_{0}$, respectively. Then, $H^{1}(\Omega)$ will denote the space of $L^{2}(\Omega)$ functions with gradients in $L^{2}(\Omega)^{3}$. We then introduce two specialized spaces for the electromagnetic field:

$$
\begin{aligned}
& \mathcal{H}(\text { curl }, \Omega):=\left\{\mathcal{F} \in L^{2}(\Omega)^{3} \mid \operatorname{curl} \mathcal{F} \in L^{2}(\Omega)^{3}\right\} \\
& \mathcal{H}_{\mathrm{A}}(\mathbf{c u r l}, \Omega):=\left\{\mathcal{F} \in \mathcal{H}(\mathbf{c u r l}, \Omega) \mid \mathcal{F} \times \mathbf{n}_{\mid \Omega \Omega} \in \mathcal{L}_{t}^{2}(\partial \Omega), \mathcal{F} \times \mathbf{n}_{\mid \Gamma_{\mathrm{C}}}=0\right\}
\end{aligned}
$$

Above, $\mathcal{L}_{t}^{2}(\partial \Omega):=\left\{\mathbf{u} \in L^{2}(\partial \Omega)^{3} \mid \mathbf{u} \cdot \mathbf{n}=0\right.$ a.e. $\}$.
When $\Omega$ is convex, we introduce also

$$
\mathcal{X}_{\mathcal{E}}^{A}:=\left\{\mathcal{F} \in \mathcal{H}_{\mathrm{A}}(\mathbf{c u r l}, \Omega) \mid \operatorname{div} \mathcal{F} \in L^{2}(\Omega)\right\} .
$$

Under suitable data assumptions, it is known that $\mathcal{E}(t) \in \mathcal{X}_{\mathcal{E}}^{A}$. If $\Gamma_{\mathrm{C}}=\partial \Omega$, we write simply $\mathcal{X}_{\mathcal{E}}^{0}$. According to Costabel [18], the graph norm and the semi-norm, $\|\mathcal{F}\|_{\mathcal{X}^{0}}^{2}=\|\operatorname{curl} \mathcal{F}\|_{0}^{2}+\|\operatorname{div} \mathcal{F}\|_{0}^{2}$ are equivalent norms on $\mathcal{X}_{\mathcal{E}}^{0}$. On $\mathcal{X}_{\mathcal{E}}^{A}$, one adds a third term, $\left\|\mathcal{F} \times \mathbf{n}_{\Gamma_{\mathrm{A}}}\right\|_{\mathcal{L}_{t}^{2}\left(\Gamma_{\mathrm{A}}\right)}^{2}$, to recover an equivalent norm [20]. Also [1], $\mathcal{X}_{\mathcal{E}}^{0}$ is a subset of $H^{1}(\Omega)^{3}: \mathcal{X}_{\mathcal{E}}^{0} \cap H^{1}(\Omega)^{3}$ and $\mathcal{X}_{\mathcal{E}}^{0}$ coincide.

When $\Omega$ is non-convex, we shall suppose that $\Omega$ has $N_{r_{e}}$ reentrant edges of dihedral angles $\left(\Theta_{e}=\pi / \alpha_{e}\right)_{e=1 \ldots, N_{e}}$, with $1 / 2<\alpha_{e}<1$. Let $r_{e}$ denote the (orthogonal) distance to the reentrant edge $e$, and $r=\min _{e=1, \ldots, N_{e}} r_{e}$.Let $L_{\gamma}^{2}(\Omega)$ be the following weighted space, with $\|\cdot\|_{0, \gamma}$ norm:

$$
L_{\gamma}^{2}(\Omega)=\left\{v \in L_{\mathrm{loc}}^{2}(\Omega) \mid \int_{\Omega}\left(w_{\gamma} v\right)^{2} \mathrm{~d} \Omega<\infty\right\}, \quad\|v\|_{0, \gamma}^{2}=\int_{\Omega}\left(w_{\gamma} v\right)^{2} \mathrm{~d} \Omega .
$$

Above, the weight $w_{\gamma}$ is a smooth non-negative function of $\mathbf{x}$. It behaves locally as $r^{\gamma}$ in the neighborhood of the reentrant edges, and is bounded above and below by strictly positive constants outside the same neighborhood (this corresponds to the simplified weights of [19]). Under suitable data assumptions, $\mathcal{E}(t) \in \mathcal{X}_{\mathcal{E}, \gamma}^{A}$, with:

$$
\mathcal{X}_{\mathcal{E}, \gamma}^{A}:=\left\{\mathcal{F} \in \mathcal{H}_{\mathrm{A}}(\mathbf{c u r l}, \Omega) \mid \operatorname{div} \mathcal{F} \in L_{\gamma}^{2}(\Omega)\right\} .
$$

When $\Gamma_{\mathrm{C}}=\partial \Omega$, we write $\mathcal{X}_{\mathcal{E}, \gamma}^{0}$. According to Costabel and Dauge [19], there exists $\left.\gamma_{\min } \in\right] 0,1 / 2[$ such that for all $\gamma \in] \gamma_{\text {min }}, 1[$ :

- on $\mathcal{X}_{\mathcal{E}, \gamma}^{0}$, the graph norm and the semi-norm:

$$
\|\mathcal{F}\|_{\mathcal{X}_{\gamma}^{0}}^{2}=\|\operatorname{curl} \mathcal{F}\|_{0}^{2}+\|\operatorname{div} \mathcal{F}\|_{0, \gamma}^{2}
$$

are equivalent norms ;

- $\mathcal{X}_{\mathcal{E}, \gamma}^{0} \cap H^{1}(\Omega)^{3}$ is dense in $\mathcal{X}_{\mathcal{E}, \gamma}^{0}$.

From a practical point of view, we remark that if one chooses any $\gamma$ larger than $1 / 2$, then the results are valid independently of the geometry of the domain. In particular, this allows us to work without the explicit knowledge of the form of the singular part of the field.

In the following, we shall write $L_{(\gamma)}^{2}(\Omega), \mathcal{X}_{\mathcal{E}(\gamma)}^{0}$ and $\|\cdot\|_{\mathcal{X}_{(\gamma)}^{0}}$ to handle both cases simultaneously, depending on whether the domain is convex or non-convex.

## 4. Variational formulations

Starting from the second-order in time system of Eqs. (2.9)-(2.14), we obtain a series of equivalent variational formulations. When $\Gamma_{\mathrm{A}}$ is empty, we refer the interested reader to [25, Chapter 12] for details. When $\Gamma_{\mathrm{A}}$ is non-empty, it is enough to adapt the proofs given by Ben Belgacem and Bernardi [8] to handle the boundary terms.

### 4.1. The basic Variational Formulation

Multiply Eq. (2.9) by $\mathcal{F} \in \mathcal{H}_{\mathrm{A}}(\mathbf{c u r l}, \Omega)$, and integrate by parts over $\Omega$. We get the variational formulation (VF):

Find $\mathcal{E}(t) \in \mathcal{H}_{\mathrm{A}}(\mathbf{c u r l}, \Omega)$ such that $\forall \mathcal{F} \in \mathcal{H}_{\mathrm{A}}(\mathbf{c u r l}, \Omega), \forall t$,

$$
\begin{equation*}
\left\langle\partial_{t t} \mathcal{E}, \mathcal{F}\right\rangle+c^{2}(\operatorname{curl} \mathcal{E}, \operatorname{curl} \mathcal{F})_{0}+c \int_{\Gamma_{\mathrm{A}}}\left(\partial_{t} \mathcal{E} \times \mathbf{n}\right) \cdot(\mathcal{F} \times \mathbf{n}) \mathrm{d} \Gamma=-\left(\partial_{t} \mathcal{J} / \varepsilon_{0}, \mathcal{F}\right)_{0}-c \int_{\Gamma_{\mathrm{A}}}\left(c \partial_{t} \mathbf{b} \times \mathbf{n}\right) \cdot \mathcal{F} \mathrm{d} \Gamma \tag{4.1}
\end{equation*}
$$

Above, $\langle\cdot, \cdot\rangle$ denotes an $a d$ hoc duality product between $\partial_{t t} \mathcal{E}$ and elements of $\mathcal{H}_{\mathrm{A}}(\mathbf{c u r l}, \Omega)$, cf. [8].
Theorem 4.1. Suppose that $\partial_{t} \mathcal{J} \in L^{2}\left(0, T ; L^{2}(\Omega)^{3}\right), \rho \in \mathcal{C}^{0}\left(0, T ; H^{-1}(\Omega)\right), \rho$ and $\mathcal{J}$ satisfying (2.5). Suppose that $\left(\mathcal{E}_{0}, \mathcal{E}_{1}\right) \in \mathcal{H}_{\mathrm{A}}(\operatorname{curl}, \Omega) \times L^{2}(\Omega)^{3}$.

Then, Eq. (4.1), together with initial conditions (2.13), (2.14) is equivalent to problem $(P E)$ and has a unique solution $\mathcal{E}$ such that $\left(\mathcal{E}, \partial_{t} \mathcal{E}\right) \in C^{0}\left(0, T ; \mathcal{H}_{\mathrm{A}}(\operatorname{curl}, \Omega)\right) \times C^{0}\left(0, T ; L^{2}(\Omega)^{3}\right)$.

Moreover, provided that $\rho \in \mathcal{C}^{0}\left(0, T ; L_{(\gamma)}^{2}(\Omega)\right)$ and $\mathcal{E}_{0} \in \mathcal{X}_{\mathcal{E}(, \gamma)}^{A}$, we have the improved regularity result $\mathcal{E} \in C^{0}\left(0, T ; \mathcal{X}_{\mathcal{E}(\gamma)}^{A}\right)$.

### 4.2. The augmented variational formulation

Add $c^{2}(\operatorname{div} \mathcal{E}, \operatorname{div} \mathcal{F})_{0(, \gamma)}$ to the left-hand side of (4.1) and $c^{2}\left(\rho / \varepsilon_{0}, \operatorname{div} \mathcal{F}\right)_{0(\gamma)}$ to its right-hand side to get the following augmented VF (AVF):

Find $\mathcal{E}(t) \in \mathcal{X}_{\mathcal{E}(\gamma)}^{A}$ such that $\forall \mathcal{F} \in \mathcal{X}_{\mathcal{E}(\gamma)}^{A}, \forall t$,

$$
\begin{align*}
& \left\langle\partial_{t t} \mathcal{E}, \mathcal{F}\right\rangle+c^{2}(\mathcal{E}, \mathcal{F})_{\mathcal{X}_{(\vartheta)}^{0}}+c \int_{\Gamma_{\mathrm{A}}}\left(\partial_{t} \mathcal{E} \times \mathbf{n}\right) \cdot(\mathcal{F} \times \mathbf{n}) \mathrm{d} \Gamma=-\left(\partial_{t} \mathcal{J} / \varepsilon_{0}, \mathcal{F}\right)_{0}+c^{2}\left(\rho / \varepsilon_{0}, \operatorname{div} \mathcal{F}\right)_{0(, v)} \\
& \quad-c \int_{\Gamma_{\mathrm{A}}}\left(c \partial_{t} \mathbf{b} \times \mathbf{n}\right) \cdot \mathcal{F} \mathrm{d} \Gamma . \tag{4.2}
\end{align*}
$$

Theorem 4.2. Suppose that $\partial_{t} \mathcal{J} \in L^{2}\left(0, T ; L^{2}(\Omega)^{3}\right), \rho \in \mathcal{C}^{0}\left(0, T ; L_{(\gamma)}^{2}(\Omega)\right), \rho$ and $\mathcal{J}$ satisfying (2.5). Suppose that $\left(\mathcal{E}_{0}, \mathcal{E}_{1}\right) \in \mathcal{X}_{\mathcal{E}(, \gamma)}^{A} \times L^{2}(\Omega)^{3}$.

Then, Eq. (4.2), together with initial conditions (2.13), (2.14) is equivalent to problem (PE) and has a unique solution $\mathcal{E}$ such that $\left(\mathcal{E}, \partial_{t} \mathcal{E}\right) \in C^{0}\left(0, T ; \mathcal{X}_{\mathcal{E}}^{A}(\gamma)\right) \times C^{0}\left(0, T ; L^{2}(\Omega)^{3}\right)$.

### 4.3. The mixed, augmented variational formulation

Add a constraint on the divergence of $\mathcal{E}$ (cf. (2.10)), set in $L_{(\gamma)}^{2}(\Omega)$. If $p \in L_{(\gamma)}^{2}(\Omega)$ is the Lagrange multiplier, we reach the mixed AVF (MAVF) below, by adding ${ }^{2}$ also $(p, \operatorname{div} \mathcal{F})_{0(\gamma)}$ to the left-hand side of (4.2):

Find $(\mathcal{E}(t), p(t)) \in \mathcal{X}_{\mathcal{E}(, \gamma)}^{A} \times L_{(\gamma)}^{2}(\Omega)$ such that $\forall \mathcal{F} \in \mathcal{X}_{\mathcal{E}(, \gamma)}^{A}, \quad \forall t$,

$$
\begin{align*}
& \left\langle\partial_{t t} \mathcal{E}, \mathcal{F}\right\rangle+c^{2}(\mathcal{E}, \mathcal{F})_{\mathcal{X}_{(\eta)}^{0}}+(p, \operatorname{div} \mathcal{F})_{0(, \gamma)}+c \int_{\Gamma_{\mathrm{A}}}\left(\partial_{t} \mathcal{E} \times \mathbf{n}\right) \cdot(\mathcal{F} \times \mathbf{n}) \mathrm{d} \Gamma \\
& \quad=-\left(\partial_{t} \mathcal{J} / \varepsilon_{0}, \mathcal{F}\right)_{0}+c^{2}\left(\rho / \varepsilon_{0}, \operatorname{div} \mathcal{F}\right)_{0(, \gamma)}-c \int_{\Gamma_{\mathrm{A}}}\left(c \partial_{t} \mathbf{b} \times \mathbf{n}\right) \cdot \mathcal{F} \mathrm{d} \Gamma \tag{4.3}
\end{align*}
$$

and $\forall q \in L_{(\gamma)}^{2}(\Omega) \forall t$,

$$
\begin{equation*}
(\operatorname{div} \mathcal{E}, q)_{0(, \gamma)}=\left(\rho / \varepsilon_{0}, q\right)_{0(, \gamma)} . \tag{4.4}
\end{equation*}
$$

Theorem 4.3. Suppose that $\partial_{t} \mathcal{J} \in L^{2}\left(0, T ; L^{2}(\Omega)^{3}\right), \rho \in \mathcal{C}^{0}\left(0, T ; L_{(\gamma)}^{2}(\Omega)\right), \rho$ and $\mathcal{J}$ satisfying (2.5). Suppose that $\left(\mathcal{E}_{0}, \mathcal{E}_{1}\right) \in \mathcal{X}_{\mathcal{E}(, v)}^{A} \times L^{2}(\Omega)^{3}$.

Then, Eqs. (4.3), (4.4), together with initial conditions (2.13), (2.14), are equivalent to problem (PE) and have a unique solution $(\mathcal{E}, p)$ such that $\left(\mathcal{E}, \partial_{t} \mathcal{E}\right) \in C^{0}\left(0, T ; \mathcal{X}_{\mathcal{E}(, \gamma)}^{A}\right) \times C^{0}\left(0, T ; L^{2}(\Omega)^{3}\right)$ and $p=0$.

The constraint (4.4) is added to reinforce Gauss' law and also to avoid numerical instabilities when the discrete charge conservation equation is not satisfied while solving the Maxwell-Vlasov system. Actually, if the charge conservation does not hold, then the Lagrange multiplier no longer vanishes, and it compensates for the discrepancy [7].

One can build a similar VF, AVF, or MAVF, for the magnetic field. Some examples are provided in Section 6 , with the AVFs (6.2) and (6.3).

## 5. Discretization

To build discretized (M)AVFs, let us begin with a semi-discretization in time. Since the difficulty lies in the approximation of the fields in space, we choose simple (yet at the same time reliable) schemes in time, the explicit centered schemes of order two. If we let $\Delta t$ be the time-step and $t_{n}=n \Delta t, n \in \mathbb{N}$, be the discrete times, we consider, respectively, that

- $\partial_{t} u\left(., t_{n}\right)$ is approximated by $\left[u\left(., t_{n+1}\right)-u\left(., t_{n-1}\right)\right] /(2 \Delta t)$;
- $\partial_{t t} u\left(., t_{n}\right)$ is approximated by $\left[u\left(., t_{n+1}\right)-2 u\left(., t_{n}\right)+u\left(., t_{n-1}\right)\right] / \Delta t^{2}$.

In space, we consider meshes made of tetrahedra and use the conforming, continuous ${ }^{3} P_{k}$ Lagrange finite element to discretize the AVF, and the $P_{k+1}-P_{k}$ conforming, continuous ${ }^{3}$ Taylor-Hood finite element to discretize the MAVF. We denote by $h$ the meshsize. So, one has to compute the approximations $\mathcal{E}_{h}^{n}$ and $p_{h}^{n}$, for $n$ such that $0 \leqslant n \leqslant T / \Delta t$.

Recall that for the fully discretized explicit scheme, one must satisfy a CFL-like condition. For the $P_{k}$ FE, we must have $c \Delta t \leqslant C_{k} \min _{l} \rho_{l}$, where the value $C_{k}$ depends on the order of the FE, and, if $T_{l}$ is the $l$ th tetrahedron, $\rho_{l}=\sup \left\{\operatorname{diam}(S): S\right.$ is a ball contained in $\left.T_{l}\right\}$.

[^2]Since we introduce conforming, continuous approximations of the field in space, we refer to these discretization methods as continuous Galerkin methods.

### 5.1. Error estimates

For the sake of completeness, we report here some error estimate results for the discretization of the augmented variational formulation. When one solves the time-harmonic [19], or the static [25], Maxwell equations, one gets

$$
\left\|\mathcal{E}-\mathcal{E}_{h}\right\|_{\mathcal{X}_{\eta}^{0}} \leqslant C_{\varepsilon} h^{\gamma-\gamma_{\min }-\varepsilon} \quad \forall \varepsilon>0 .
$$

Accompanying this estimate, one should note first that this estimate is independent of the singular part of the electric field $\mathcal{E}$. As a matter of fact, it depends only on the geometry via the exponent $\gamma_{\min }$. Then, if $\gamma$ increases, the convergence rate improves, the trade-off being that the norm in which the error is measured is weaker. Finally, this is a worst case estimate, in the sense that if the electric field is smooth, one recovers an improved convergence rate (using standard estimates, up to $C h^{l}$ with $l=k$ or $k+1$, since we discretized in space with the $P_{k}$ or $P_{k+1}$ continuous finite elements).

Concerning error estimate results for the time-dependent Maxwell equations with the centered explicit scheme, one can reach the standard [26] estimate

$$
\max _{n}\left(\left\|\mathcal{E}\left(t_{n}\right)-\mathcal{E}_{h}^{n}\right\|_{0}\right) \leqslant C_{\varepsilon}\left((\Delta t)^{2}+h^{\gamma-\gamma_{\min }-\varepsilon}\right) \quad \forall \varepsilon>0 .
$$

Additionally, we note that if one considers an implicit scheme such as the Crank-Nicholson scheme, one can obtain, following [16], the result

$$
\max _{n}\left(\left\|\partial_{t} \mathcal{E}\left(t_{n}\right)-\partial_{\tau} \mathcal{E}_{h}^{n}\right\|_{0}^{2}+c^{2}\left\|\mathcal{E}\left(t_{n}\right)-\mathcal{E}_{h}^{n}\right\|_{\chi_{\eta}^{0}}^{2}\right) \leqslant C_{\varepsilon}\left((\Delta t)^{2}+h^{2\left(\gamma-\gamma_{\min }-\varepsilon\right)}+(\Delta t)^{2} h^{2\left(\gamma-\gamma_{\min }-1-\varepsilon\right)}\right) \quad \forall \varepsilon>0,
$$

where $\partial_{\tau} \mathcal{E}_{h}^{n}=\left[\mathcal{E}_{h}^{n}-\mathcal{E}_{h}^{n-1}\right] / \Delta t$.

### 5.2. Numerical resolution

We now proceed with the construction of the actual series of linear systems that one has to solve to compute the discrete solution over the discrete times, i.e. as long as $t_{n} \leqslant T$. Let $N_{k}$ (resp. $N_{k+1}$ ) be the number of $P_{k}$ (resp. $P_{k+1}$ ) degrees of freedom. Then, the discretized electric field (resp. the discretized Lagrange multiplier) at time $t_{n}$ can be represented by $\vec{E}^{n} \in\left(\mathbb{R}^{3}\right)^{N_{k+1}}$ ( resp. $\vec{p}^{n} \in \mathbb{R}^{N_{k}}$ ). Let $\mathbb{M}_{\Omega} \in\left(\mathbb{R}^{3 \times 3}\right)^{N_{k+1} \times N_{k+1}}$ be the mass matrix, and $\mathbb{M}_{\Gamma_{\mathrm{A}}}^{\|} \in\left(\mathbb{R}^{3 \times 3}\right)^{N_{k+1} \times N_{k+1}}$ be the boundary mass matrix, defined on $\Gamma_{\mathrm{A}}$. Let $\mathbb{C} \in\left(\mathbb{R}^{1 \times 3}\right)^{N_{k} \times N_{k+1}}$ be the constraint matrix. At time $t_{n}$, we have to solve:

$$
\begin{align*}
& \left(\mathbb{M}_{\Omega}+\frac{c \Delta t}{2} \mathbb{M}_{\Gamma_{\mathrm{A}}}^{\|}\right) \vec{E}^{n+1}+(\Delta t)^{2} \mathbb{C}^{T} \vec{p}^{n+1}=\vec{F}^{n+1 / 2},  \tag{5.1}\\
& \mathbb{C} \vec{E}^{n+1}=\vec{G}^{n+1}
\end{align*}
$$

Let $\mathbb{M}=\mathbb{M}_{\Omega}+\frac{1}{2} c \Delta t \mathbb{M}_{\Gamma_{\mathrm{A}}}^{\|}$. The algorithm is the following:

- solve first $\mathbb{M} \vec{E}_{0}^{n+1}=\vec{F}^{n+1 / 2}$,
- then $\mathbb{C M}^{-1} \mathbb{C}^{T} \vec{p}^{n+1}=\mathbb{C} \vec{E}_{0}^{n+1}-\overrightarrow{\mathrm{G}}^{n+1}$,
- and finally $\mathbb{M} \vec{E}^{n+1}=\mathbb{M} \vec{E}_{0}^{n+1}-\mathbb{C}^{T} \vec{p}^{n+1}$.

The Lagrange multiplier $\vec{p}^{n+1}$ may be computed with an iterative algorithm, similar to the Uzawa algorithm. To be more precise, one can use the preconditioned conjugate gradient method, taking the $P_{k}$ mass matrix as the preconditioner, or even a "diagonalized" $P_{k}$ mass matrix (by a lumping technique, see below). When the domain is convex, it is proven in [25] that this yields an optimal method, in terms of the number of iterations: in other words, this number does not depend on the meshsize $h$. When the domain is not convex, it has been observed numerically that this number of iterations grows, albeit very slowly, when $h$ decreases. Moreover, in practice, given a mesh made of tetrahedra with good aspect ratio, it has been noted [21] that
$\vec{p}^{n+1}$ does not vary much (from the zero theoretical value), so that there is actually no need to compute it at all times. However, if there is a coupling with the Vlasov equation, one has to compute accurately [7] this Lagrange multiplier.

To speed up the resolution further, one can perform the so-called mass-lumping techniques, to obtain diagonal mass matrices in (5.1). It has been established in [17] that this could be achieved, for a continuous discretization, with no loss in accuracy. This results in the so-called $\widetilde{P}_{1}$ or $\widetilde{P}_{2}$ finite elements. In the latter case, accuracy is preserved at the cost of increasing the total number of degrees of freedom, going from 10 dof for the $P_{2} \mathrm{FE}$ to 23 dof for the $\widetilde{P}_{2} \mathrm{FE}$. In the former case, the number of dof is equal to four for both the $P_{1}$ and the $\widetilde{P}_{1}$ FEs.

## 6. Numerical results

We present two test-cases below. The first one is classical [23], and deals with the accurate resolution of cavity modes, in a bounded, convex domain. The second one is aimed at proving that one can capture the singular behavior (with respect to $\mathbf{x}$ ) of the time-dependent electric field, with the help of the continuous Galerkin method we introduced before. We study the propagation of the field, generated by an oscillating current, in a non-convex domain (the geometrical singularity is made of an edge).

We encoded the problem in Fortran 77.

### 6.1. Example: a convex geometry

The domain $\Omega^{(1)}$ is the unit cube, with dimension $L=1 \mathrm{~m}$, and it is enclosed by a perfect conductor, so that its boundary $\partial \Omega^{(1)}$ reduces to $\Gamma_{\mathrm{C}}^{(1)}$. The data are made of zero charge and current densities $(\rho, \mathcal{J})=(0,0)$, and non-zero initial conditions ( $\mathcal{E}_{0}, \mathcal{B}_{0}$ ):

$$
\mathcal{E}_{0}=\left(\begin{array}{l}
\cos (\pi x) \sin (\pi y) \sin (-2 \pi z) \\
\sin (\pi x) \cos (\pi y) \sin (-2 \pi z) \\
\sin (\pi x) \sin (\pi y) \cos (-2 \pi z)
\end{array}\right), \quad \mathcal{B}_{0}=0 .
$$

Note that $\mathcal{E}_{0}$ and $\mathcal{B}_{0}$ are divergence-free by construction, and that they satisfy the boundary conditions (2.7). The AVF in $\mathcal{E}$ reduces to the following.

Find $\mathcal{E}(t) \in \mathcal{X}_{\mathcal{E}}^{0}$ such that

$$
\begin{equation*}
\forall \mathcal{F} \in \mathcal{X}_{\mathcal{E}}^{0} \quad \forall t, \quad\left\langle\partial_{t t} \mathcal{E}, \mathcal{F}\right\rangle+c^{2}(\mathcal{E}, \mathcal{F})_{\mathcal{X}^{0}}=0 \tag{6.1}
\end{equation*}
$$

Similarly, one can write an AVF for the magnetic induction $\mathcal{B}$, set in

$$
\mathcal{X}_{\mathcal{B}}^{0}:=\left\{\mathcal{C} \in \mathcal{H}(\operatorname{curl}, \Omega) \mid \operatorname{div} \mathcal{C} \in L^{2}(\Omega), \mathcal{C} \cdot \mathbf{n}_{\mid \partial \Omega}=0\right\} .
$$

In this functional space, $\|\cdot\|_{\mathcal{X}^{0}}$ is still a relevant choice (see [18]). The AVF in $\mathcal{B}$ is:
Find $\mathcal{B}(t) \in \mathcal{X}_{\mathcal{B}}^{0}$ such that

$$
\begin{equation*}
\forall \mathcal{C} \in \mathcal{X}_{\mathcal{B}}^{0} \quad \forall t, \quad\left\langle\partial_{t t} \mathcal{B}, \mathcal{C}\right\rangle+c^{2}(\mathcal{B}, \mathcal{C})_{\mathcal{X}^{0}}=0 \tag{6.2}
\end{equation*}
$$

It can be checked that the exact solution is (with $\omega=\sqrt{6} \pi c L^{-1} \approx 2.3 \mathrm{GHz}$ ),

$$
\begin{aligned}
\mathcal{E}(t) & =\cos (\omega t)\left(\begin{array}{c}
\cos (\pi x) \sin (\pi y) \sin (-2 \pi z) \\
\sin (\pi x) \cos (\pi y) \sin (-2 \pi z) \\
\sin (\pi x) \sin (\pi y) \cos (-2 \pi z)
\end{array}\right) \\
\mathcal{B}(t) & =\frac{3 \pi}{\omega} \sin (\omega t)\left(\begin{array}{c}
-\sin (\pi x) \cos (\pi y) \cos (-2 \pi z) \\
\cos (\pi x) \sin (\pi y) \cos (-2 \pi z) \\
0
\end{array}\right)
\end{aligned}
$$

The computations have been carried out on a tetrahedral mesh, with 24,576 tetrahedra $\left(\min _{l} \rho_{l} \approx 2.8 \mathrm{~cm}\right)$. With roughly 30 discretization points per unit length, the 10 discretization points per wavelength rule of
thumb is fulfilled $\left(\lambda_{x}=\lambda_{y}=2 \mathrm{~m}, \lambda_{z}=1 \mathrm{~m}\right)$. To observe a complete oscillation, we chose $T=4 \mathrm{~ns}$. We implemented the $P_{1}, \tilde{P}_{1}$ and $P_{2}$ Lagrange finite elements. To comply with the CFL stability condition, we considered a time-step $\Delta t \approx 47 \mathrm{ps}$ for the $P_{1}$ and $\tilde{P}_{1} \mathrm{FEs}$, and $\Delta t \approx 4.7 \mathrm{ps}$ for the $P_{2}$ FE.

First, we plot results, in which we compare the different discretizations obtained for the three choices of FE over the discrete times, to the exact solution. Due to the symmetry of the problem, the three components of the field behave similarly. We focus on the component $\mathcal{E}_{y}$, at the location ( $0.19,0.12,0.12$ ). Up to the numerical accuracy in Fig. 1 (about $0.1 \%$ ), the $P_{2}$ numerical approximation coincides with the exact solution. As far as the $P_{1}$ and $\tilde{P}_{1}$ approximations are concerned, we observe a slight variation in the amplitude, albeit smaller for the $\tilde{P}_{1}$ discrete field. Also, a phase shift appears for both methods, as is expected, cf. [17]. Results are very similar for the magnetic induction.

Second, we examine the evolution of the discrete energy. Let $W_{B}^{n}$ be the discrete energy at the discrete time $t_{n}$, which one recalls is measured in the $\mathcal{X}_{\mathcal{B}}^{0}$-norm, so that it is equal to,

$$
W_{B}^{n}=\frac{1}{2}\left(\left\|\partial_{\tau} \mathcal{B}_{h}^{n+1}\right\|_{0}+c^{2}\left(\mathcal{B}_{h}^{n+1}, \mathcal{B}_{h}^{n}\right)_{\mathcal{X}^{0}}\right) .
$$

For the $P_{1}$ discretization of the magnetic induction, one finds that

$$
\max _{n} \frac{\left|W_{B}^{n}-W_{B}^{0}\right|}{W_{B}^{0}} \leqslant 3 \times 10^{-12}
$$

which validates the expected conservation of the discrete energy.
Finally, we study the evolution in time of the discrete divergence, which belongs to $L^{2}\left(\Omega^{(1)}\right)$ by construction (since the method is conforming in $\mathcal{X}_{\mathcal{B}}^{0}$ ). In Fig. 2, we plot the $L^{2}$-norm of the difference of the exact and discrete divergences of the magnetic induction (recall that $\operatorname{div} \mathcal{B}=0$ ) over the discrete times, normalized by the discrete energy $W_{B}^{0}$. The error oscillates, but remains lower than $1 \%$. Heuristically, this is due to the fact that we have used a mesh made of tetrahedra with good aspect ratios. In this case, the use of the Lagrange multiplier at the discrete level is not necessary.

### 6.2. Example: a non-convex geometry

The domain $\Omega^{(2)}$ is an extruded, L-shaped, polyhedron (see Fig. 3), of depth $L=4 \mathrm{~m}$. Geometrically speaking, its boundary $\partial \Omega^{(2)}$ has a single reentrant edge of dihedral angle $2 \pi / 3$, so that $\alpha=2 / 3$. In this case, it can be checked that $\gamma_{\min }=1-\alpha=1 / 3$. Physically speaking, the boundary is split in two parts, $\Gamma_{\mathrm{C}}^{(2)}$ and $\Gamma_{\mathrm{A}}^{(2)}$. The latter is composed of the leftmost and rightmost faces of the boundary. Further, the Silver-Müller boundary


Fig. 1. Relative amplitudes of $\mathcal{E}_{y}$ at location $(0.19,0.12,0.12)$.


Fig. 2. Evolution in time of the error in the divergence.
condition (2.8) on the artificial boundary $\Gamma_{\mathrm{A}}^{(2)}$ holds with $\mathbf{b}=0$ : we impose an absorbing condition. The data are made of zero initial conditions $\left(\mathcal{E}_{0}, \mathcal{B}_{0}\right)$, and non-zero charge and current densities $(\rho, \mathcal{J})$. A current bar $B_{J}$ crosses the domain, and inside this bar, there holds (with $\omega=2.5 \mathrm{GHz}$ )

$$
\mathcal{J}=10^{-5} \omega \sin (\pi z / L) \cos (\omega t) \mathbf{z}, \quad \rho=10^{-5}(\pi / L) \cos (\pi z / L) \sin (\omega t) .
$$

The wavelength and time period associated to $\omega$ are, respectively, equal to $2 \pi c / \omega \approx 0.75 \mathrm{~m}$ and $2 \pi / \omega \approx 2.5 \mathrm{~ns}$. It is clear that the dimensions of our domain are not realistic; however, we made this choice in order to be able to visualize several oscillations of the field (in space).

We note that both $\mathcal{J}$ and $\rho$ are smooth, so all theorems of Section 4 apply, which ensures theoretically the existence and uniqueness of the electromagnetic field. To compute the electric field, we considered the space $\mathcal{X}_{\varepsilon, \gamma}^{A}$, with $\gamma=0.95$, and the $\operatorname{AVF}$ (4.2). The value of the exponent $\gamma-\gamma_{\min }$ that appears in the convergence rates is then approximately equal to 0.62 . To compute the magnetic induction, we introduced (again with $\gamma=0.95$ )

$$
\mathcal{X}_{\mathcal{B}, \gamma}^{A}:=\left\{\mathcal{C} \in \mathcal{H}(\mathbf{c u r l}, \Omega) \mid \operatorname{div} \mathcal{C} \in L_{\gamma}^{2}(\Omega), \mathcal{C} \times \mathbf{n}_{\mid \partial \Omega} \in \mathcal{L}_{t}^{2}(\partial \Omega), \mathcal{C} \cdot \mathbf{n}_{\mid \Gamma \mathrm{C}}=0\right\} .
$$



Fig. 3. The model problem.


Fig. 4. $\mathcal{E}_{x}$ at locations $\left(M_{i}\right)_{1 \leqslant i \leqslant 4}$.

The corresponding AVF in $\mathcal{B}$ is then as follows:
Find $\mathcal{B}(t) \in \mathcal{X}_{\mathcal{B}, \gamma}^{A}$ such that $\forall \mathcal{C} \in \mathcal{X}_{\mathcal{B}, \gamma}^{A}, \forall t$,

$$
\begin{equation*}
\left\langle\partial_{t t} \mathcal{B}, \mathcal{C}\right\rangle+c^{2}(\mathcal{B}, \mathcal{C})_{\mathcal{X}_{\gamma}^{0}}+c \int_{\Gamma_{\mathrm{A}}}\left(\partial_{t} \mathcal{B} \times \mathbf{n}\right) \cdot(\mathcal{C} \times \mathbf{n}) \mathrm{d} \Gamma=\frac{1}{\varepsilon_{0}}(\mathcal{J}, \operatorname{curl} \mathcal{C})_{\mathcal{X}_{\gamma}^{0}} . \tag{6.3}
\end{equation*}
$$

We report the results of computations made with the $\widetilde{P}_{1}$ FE on a tetrahedral mesh, with 685,000 tetrahedra. In particular, the 10 discretization point per wavelength rule is satisfied. One has $\min _{l} \rho_{l} \approx 6 \mathrm{~cm}$, and the timestep is in the order of $\Delta t \approx 40 \mathrm{ps}$ : this complies with the CFL condition. The final observation time is $T=25 \mathrm{~ns}$ : it is sufficient for the electromagnetic wave that is generated by $B_{J}$ to span the whole domain (recall that the wave travels at the finite speed $c \approx 3 \times 10^{8} \mathrm{~m} \mathrm{~s}^{-1}$ ).

In Fig. 4, we present the time evolution of the $x$-component of the electric field at the locations $M_{1}=(1,1,2), M_{2}=(1,5,2), M_{3}=(5.5,2.5,2)$ and $M_{4}=(8,5.5,2)$, respectively. It remains equal to zero until the electric wave reaches the point under consideration. Then the field oscillates with a period $\approx 2.5 \mathrm{~ns}$ : as expected, we observe forced oscillations.

Let us now focus on the spatial behavior of the electromagnetic field, which we expect to be singular, ${ }^{4}$ in the neighborhood of the reentrant edge. We report the evolution of the field in a plane, which is perpendicular to that edge: the geometrical singularity projects to a reentrant corner.

In Figs. 5 and 6, the space evolution of the $x$-and $y$-components of the electric field is represented in the plane $z=2.5 \mathrm{~m}$, at times $T_{1}=1 \mathrm{~ns}, T_{2}=8 \mathrm{~ns}, T_{3}=15 \mathrm{~ns}, T_{4}=20 \mathrm{~ns}$. We can see that an electric wave is created by the current, that it propagates into the cavity with wavelength $\approx 0.75 \mathrm{~m}$, and is reflected by the conductor as expected. At $T_{3}$, we observe a growing peak of intensity close to the reentrant corner.

We also provide a close up of the $x$-component near the reentrant corner in Fig. 7, again at times $T_{i}$, $i=1,4$. The usual pattern of strong variations is visible, once the wave has reached the corner, especially at time $T_{3}$.

In Fig. 8, we picture the space evolution of the $z$-component in the plane $z=2.5 \mathrm{~m}$, at times $T_{i}, i=1,4$. Again, we observe the propagation of the wave with wavelength $\approx 0.75 \mathrm{~m}$, and the reflections. Note that this
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Fig. 5. $\mathcal{E}_{x}$ at times $\left(T_{i}\right)_{1 \leqslant i \leqslant 4}$, in the plane $z=2.5 \mathrm{~m}$.


Fig. 6. $\mathcal{E}_{y}$ at times $\left(T_{i}\right)_{1 \leqslant i \leqslant 4}$, in the plane $z=2.5 \mathrm{~m}$.
component is always regular (as opposed to singular), which is due to the fact that the geometrical singularity is parallel the $z$-axis [12,14]. Moreover, it takes smaller (absolute) values than the $x$ - and $y$-components.

In Figs. 5, 6 and 8, one can see spurious reflections on $\Gamma_{\mathrm{A}}$, due to the fact that the Silver-Müller boundary condition is simply of first order: only plane waves with normal incidence are absorbed, which is not our case.

As far as the magnetic induction is concerned, we observe a similar behavior up to a rotation of $\pi / 2$ around the $z$-axis. So for instance, we show in Fig. 9 the space evolution of $\mathcal{B}_{y}$ in the plane $z=2.5 \mathrm{~m}$, at times $T_{i}$, $i=1,4$.

Physically speaking, the overall space distribution of the electromagnetic field can be explained with the help of the Biot-Savart law. According to this law, the magnetic induction created by the current bar $B_{J}$ at location $M$ reads


Fig. 7. A close-up of $\mathcal{E}_{x}$ at times $\left(T_{i}\right)_{1 \leqslant i \leqslant 4}$, in the plane $z=2.5 \mathrm{~m}$.


Fig. 8. $\mathcal{E}_{z}$ at times $\left(T_{i}\right)_{1 \leqslant i \leqslant 4}$, in the plane $z=2.5 \mathrm{~m}$.

$$
\mathcal{B}(M)=\frac{\mu_{0}}{4 \pi} \int_{B_{J}} \frac{\mathcal{J} \times \overrightarrow{P M}}{|\overrightarrow{P M}|^{2}} \mathrm{~d} \Omega_{(P)} .
$$

Thus, at location $M$, one has $\mathcal{B}(M) \propto \frac{J \times M^{\prime} M}{\left|M^{\prime} M\right|^{\prime}}$, where $M^{\prime}$ is the orthogonal projection of $M$ on the (z-)axis of $B_{J}$. Let $(x, y, z)$ be the coordinates of $M$, and let $\left(x^{\prime}, y^{\prime}, z\right)$ be those of $M^{\prime}$. One gets

$$
\mathcal{B}(M) \propto \frac{\mathcal{J}_{z}}{\left|\overrightarrow{M^{\prime} M}\right|^{2}}\left(\begin{array}{c}
-\left(y-y^{\prime}\right) \\
\left(x-x^{\prime}\right) \\
0
\end{array}\right) .
$$



Fig. 9. $\mathcal{B}_{y}$ at times $\left(T_{i}\right)_{1 \leqslant i \leqslant 4}$, in the plane $z=2.5 \mathrm{~m}$.

Therefore, if $y=y^{\prime}, \mathcal{B}_{x}(M) \approx 0$, whereas if $x=x^{\prime}, \mathcal{B}_{y}(M) \approx 0$. In Fig. 9 , one sees in particular that, at time $T_{1}$, $\mathcal{B}_{y}$ vanishes vertically, i.e. for those locations $M$ such that $x=x^{\prime}$, that is above and below the current bar $B_{J}$. The electric field being orthogonal to the magnetic induction, one gets that if $y=y^{\prime}, \mathcal{E}_{y}(M) \approx 0$, whereas if $x=x^{\prime}, \mathcal{E}_{x}(M) \approx 0$. This can be observed in Figs. 5 and 6.

Numerically speaking, we note that if one implements the AVFs with the plain scalar product $(\cdot, \cdot)_{\mathcal{X}^{0}}$ instead of the weighted $(\cdot, \cdot)_{\chi^{0}}$, one gets similar numerical results until the wave hits the reentrant edge. This is a consequence of the fact that before that time, the fields are $H^{1}$-regular: both AVFs have the same solution. After that, the fields become singular, and results differ considerably: first, in the neighborhood of this edge, and this discrepancy extends in space at the speed of light $c$. This is due to the fact that the AVF with the plain scalar product $(\cdot, \cdot)_{\mathcal{X}^{0}}$ cannot capture the singular part of the fields. In other words, it is crucial that one uses the correct variational formulation, in the correct functional space.

## 7. Conclusion

We presented results concerning a conforming, continuous approximation of the time-dependent electromagnetic field in 3D, polyhedral geometries. To the authors' knowledge, this is the first time 3D, time-dependent, singular electromagnetic fields are computed accurately with this type of approximation. We dealt successively with theoretical aspects and numerical algorithms, which we validated with the help of some numerical experiments. When the domain is convex, it corresponds to the method introduced by Heintzé et al $[23,5]$. When the domain is non-convex (and has a piecewise smooth boundary), the mathematical and numerical tools have been obtained within the framework developed by Costabel and Dauge [19] for the time-harmonic equations. In particular, knowledge of the singular part of the fields is not required. Should a constraint on the divergence be taken into account explicitly, the mixed, augmented variational formulation we introduced can be used.

We note that when the computational domain is not simply connected, or when its boundary is not connected, one can use the theory developed in [1] to build well-posed variational formulations. Their discretization is then identical to what was proposed in this paper. In order to avoid spurious reflections, we suggest to use perfectly matched layers [9,10]. Finally, for the resolution of the 2D Maxwell equations with continuous Galerkin finite elements, we refer the reader to $[21,25]$.
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[^1]:    ${ }^{1}$ A short report appeared in the Proceedings of Enumath'05, see [15].

[^2]:    ${ }^{2}$ Evidently, one expects that $p=0$, since the mapping div : $\mathcal{X}_{\mathcal{E}(, \gamma)}^{A} \rightarrow L_{(\gamma)}^{2}(\Omega)$ is onto!
    ${ }^{3}$ By construction, the discretized field and the test-fields are continuous, and piecewise smooth. So, they belong naturally to $H^{1}(\Omega)^{3}$. Since the discretization method is conforming, they also belong to $\mathcal{X}_{\mathcal{E}(, \gamma)}^{A}$. Then, in order to be able to apply the classical Galerkin theory, a necessary condition is that $\mathcal{X}_{\mathcal{E}(, \gamma)}^{A} \cap H^{1}(\Omega)^{3}$ be dense in $\mathcal{X}_{\mathcal{E}(\gamma)}^{A}$.

[^3]:    ${ }^{4}$ According to physics principles, to experiments, and also to the mathematical theory.

